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Abstract
The main purpose of the proposed paper is to study the tangent bundle of a SSNMC on statistical 
manifolds and its submanifolds. We investigate the relationship between the complete lifts of a statis-
tical connection and SSNMC in statistical manifolds and its submanifolds and proposed and proved 
some theorems on it. We also proposed and proved some theorems regarding curvature tensor, Gauss, 
Codazzi and Ricci equations with respect to statistical connection and SSNMC to its tangent bundle.
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1. Introduction

Friedmann and Schouten proposed the concept of a semi-symmetric connection on a differentiable man-
ifold [1]. If a linear connection meets the expression T X Y Y X X Y( , ) = ( ) ( )0 0 0 0 0 0 0 0� ��  and is not torsion 
free, it is referred to as a semi-symmetric connection. The semi-symmetric metric connection (SSMC) 
is one that satisfies the semi-symmetric condition and is known to exist if g = 0 , else it is non-metric. 
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Later, Hayden and Yano refined this idea and attained a number of significant Riemannian manifold 
results ([2], [3]). Agashe and Chafle introduced the notion of SSNMC in 1992 [4] and based on their 
studied many researchers further developed by studying Riemannian manifold and its submanifolds 
and conducted numerous more studies to further expand this idea ([5]–[10]).

S. Amari’s study of statistical inference problems in information geometry was the first to establish 
the concept of statistical structure in 1985 [11]. Every point on a differentiable manifold known as a 
statistical manifold reflects a probability distribution. A statistical manifold with infinite dimensions 
can be found in the collection of all probability measurements. Amari [11] proposed a new geometric 
method for the statistical model of discrete probability distribution. Information geometry applications 
for statistical manifolds include time series, convex analysis, linear and nonlinear systems, neural 
networks, linear programming, totally integrable dynamic systems, partial differential equations and 
geometric modelling [12]. An extension of a Riemannian structure with a Riemannian metric and its 
Levi-Civita connection is what the statistical manifold can be seen as. As a generalisation of Kähler 
structure, Kurose [13] established the concept of holomorphic statistical structure, while H. Furuhata 
investigated the concepts of Sasakian and Kenmotsu statistical structure, respectively ([14], [15]) and 
Bagher et al. [16] discovered certain statistical manifold curvature features. Recently Yildirim stud-
ied the semi-symmetric non-metric connection on statistical manifold [17].

Numerous geometers have explored the tangent bundle of differential geometry, including Yano 
and Kobayashi [18], Yano and Ishihara [19], Tani [20], Pandey and Chaturvedi [21]. The vertical, 
complete, and horizontal lifts of tensors as well as the connection from the manifold to its tangent 
bundle were developed by Yano and Ishihara [19]. On an almost Hermitian manifold, Kahler mani-
fold, Kenmotsu manifold, Sasakian manifold, Riemannian manifold,and submanifold of Riemannian 
manifold, Khan studied tangent bundle immersed with Quarter-Symmetric, semi-symmetric non-met-
ric, and semi-symmetric P- connections ([22]–[27). The tangent bundle of P-Sasakian manifolds with 
quarter symmetric metric connection (QSMC) was recently studied by Khan et al. [28].

We start this paper with introduction section and section 2 is devoted to preliminaries. In section 
3 we obtain the lifts of the statistical manifolds to its tangent bundle . Section 4 and 5 relate with the 
investigation of the geometry of the lifts of SSNMC of statistical manifolds and the curvature tensor 
to its tangent bundle and some proposed theorems are also proved. In section 6 we investigate the 
lifts of the statistical submanifolds and we also prove that the complete lift of the induced connection 
on a submanifold is also a SSNMC in its tangent bundle and we also derive Gauss and Weingarten 
formulae that admit a SSNMC in the tangent bundle. Lastly the lift of the Gauss, Codazzi, and Ricci 
equations with respect to a statistical connection and SSNMC in the tangent bundle are obtained in 
the final section.

2. Preliminaries

Let M  be a differentiable manifold and T M T M
p M p0 0=
∈∪  be the tangent bundle, where T Mp0  is 

the tangent space at point p M∈  and � : 0T M M�  is the natural bundle structure of T M0  over M .  
For any coordinate system ( , )Q xh  in M , where ( )xh  is local coordinate system in the neighborhood 
Q , then ( ( ), , )1� � Q x yh h  is coordinate system in T M0 , where ( , )x yh h  is induced coordinate system in 
� �1( )Q  from ( )xh  [19].

2.1 Vertical and complete lifts

Let f0  be a function, X0  a vector field, ω0  a 1-form, a tensor field F0  of type (1,1)  and ∇0  an affine con-
nection in M . The vertical and complete lifts of a function f0 , a vector field X0 , a 1-form ω0 , a tensor 
field F0  of type (1,1)  and ∇0  an affine connection are given by f X Fv v v v v

0 0 0 0 0, , , ,� �  and f X Fc c c c c
0 0 0 0 0, , , ,� �  

respectively. The following formulas of complete and vertical lifts are defined by [19]
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( ) = ,  ( ) = ,0 0 0 0 0 0 0 0 0 0f X f X f X f X f Xv v v c c v v c+ (2.1)

X f X f X f X f X f X fv v v c c v v c c c
0 0 0 0 0 0 0 0 0 0 0 0= 0,  = = ( ) ,  = ( ) , (2.2)

ω ω ω ω ω ω0 0 0 0 0 0 0 0 0 0 0 0( ) = 0,  ( ) = ( ) = ( ) ,  ( ) = ( ) ,f X X X X Xv v c c v v c c c (2.3)

F X F X F X F Xv c v c c c
0 0 0 0 0 0 0 0= ( ) ,  = ( ) , (2.4)

 [ , ] = [ , ] = [ , ],  [ , ] = [ , ],0 0 0 0 0 0 0 0 0 0X Y X Y X Y X Y X Yv c v v c c c c (2.5)

∇ ∇ ∇ ∇c
Xc

c
X

c c
Xc

v
X

vY Y Y Y
0

0 0 0
0

0 0 0= ( ) ,  = ( ) . (2.6)

2.2 Statistical manifolds

In an n-dimensional Riemannian manifold ( , )0
��M gn  with Riemannian metric g0 , we consider ��∇  be its 

affine connection and let ∇�  be the Levi-Civita connection. The structure ( , , )0
�� ��M g∇  is said to be a sta-

tistical manifold if ��∇  is an affine and torsion-free connection and ��∇g0  satisfied the Codazzi equation

( )( , ) = ( )( , ),
0 0 0 0 0 0 0 0

�� ��∇ ∇X Yg Y Z g X Z (2.7)

for all X Y Z M0 0 0 0, , ( )�� �� , where χ0( )��M  is the set of all tangent vector fields on ��M . We know that there 
exists an affine connection ��∇* which is the dual of ��∇  with respect to g0  such that

X g Y Z g Z g Y ZX X0 0 0 0 0 0 0 0 0 0
*

0( , ) = ( , ) ( , ).�� ��� � � (2.8)

Also the pair of connections ��∇  and ��∇* satisfies ( ) = ,* *�� ��∇ ∇  one can obtain

� � � �� �� ��= 1
2

( ).* (2.9)

The tensor field ��K  of type (1,2)  on ( , , )0
�� ��M g∇  is defined by

�� �� � �� �� ��K Y Y Y K Y Y YX X X X X X0 0 0 0 0 0 0 0 0 0 0
*

0= ,  = 1
2

( ),� �� � �� (2.10)

and ��K  is symmetric which gives

g K Y Z g K Z Y K Y K XX X X Y0 0 0 0 0 0 0 0 0 0 0 0( , ) = ( , ),  = .�� �� �� �� (2.11)

The statistical curvature tensor field with respect to ��∇  is defined as

�� �� �� �� �� ��R X Y Z Z Z ZX Y Y X X Y( , ) = .0 0 0 0 0 0 0 0 0 [ 0 , 0 ] 0� � �� � �� (2.12)

By replacing ��∇  with ��∇*, we can obtain the statistical curvature tensor field ��R* . The curvature tensor 
fields ��R and ��R*  satisfy

�� �� �� ��R X Y Z R Y X Z R X Y Z R Y X Z( , ) = ( , ) ,  ( , ) = ( , ) ,0 0 0 0 0 0
*

0 0 0
*

0 0 0− − (2.13)

g R X Y Z W g R X Y W Z
R X Y Z R

0 0 0 0 0 0
*

0 0 0 0

0 0 0

( ( , ) , ) = ( ( , ) , ),
( , )

�� ��
�� ��

�
� (( , ) ( , ) = 0.0 0 0 0 0 0Y Z X R Z X Y� ��

(2.14)
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In a statistical manifolds ��M  let N  be its submanifold with g0  which is an induced metric. Also ∇  
and h  are the induced connection and the second form on N  respectively. Then the Gauss and 
Weingarten formulas for the Levi-Civita connection are

� � � � � �� �X X X Q XY Y h X Y Q A X D Q0 0 0 0 0 0 0 0 0 0 0 0 0 0= ( , ),   = ,    (2.15)

for all X Y N0 0 0, ( )��  and Q N0 0( )� ��  in which A0
 is the shape operator and D0

 is the normal con-
nection on N ⊥. According to the statistical connections on ��∇  and ��∇*, the Gauss and Weingarten are 
given by [29]

�� ��� � � � � �X X X Q XY Y h X Y Q A X D Q
0 0 0 0 0 0 0 0 0 0 0 0 0 0= ( , ),  = , (2.16)

�� ��� � � � � �X X X Q XY Y h X Y Q A X D Q
0

*
0 0

*
0

*
0 0 0

*
0 0 0

*
0 0 0

*
0= ( , ),  = , (2.17)

for all X Y N0 0 0, ( )��  and Q N0 0( )� ��  in which ∇ ∇, *  are statistical and dual connections on N  [30]. 
A0  and A0

* denotes the shape operators D0 and D0
*  are the normal connections on N ⊥ and h h, *  are 

second fundamental forms on N  respectively. From 2.16 and 2.17 we get

g A X Y g h X Y Q g A X Y g h X YQ Q0 0 0 0 0 0 0 0 0 0 0 0
*

0 0 0
*

0 0( , ) = ( ( , ), ),  ( , ) = ( ( , )), ).0Q (2.18)

If the second fundamental forms vanish then N  is regarded to be as totally geodesic submanifold with 
respect to ��∇  and ��∇*. Furthermore, if

h X Y H g X Y h X Y H g X Y( , ) = ( , ),  ( , ) = ( , ),0 0 0 0 0 0
*

0 0 0
*

0 0 0 (2.19)

then the submanifold is called totally umbilical submanifold, where H0  and H0
*  are the mean curva-

ture vectors admitting ��∇  and ��∇*.

3. Statistical manifolds in the tangent bundle

Let us denote T M0  to be the tangent bundle of a statistical manifold ��M . Taking complete lifts on 
equations (2.7–2.19), we obtain

( )( , ) = ( )( , ),
0

0 0 0
0

0 0 0
�� ��∇ ∇
Xc
c c c c

Yc
c c c cg Y Z g X Z (3.1)

X g Y Z g Y Z g Y Zc c c c c
Xc
c c c c c

Xc
c c

0 0 0 0 0
0

0 0 0 0
0

*
0( , ) = ( , ) ( , ),�� ��� � � (3.2)

� � � �� ��c c c= 1
2

( ),* (3.3)

�� �� � �� ��K Y Y Y K Y Y
Xc
c c

Xc
c c

Xc
c c

Xc
c c

Xc
c c

0
0

0
0

0
0

0
0

0
0= ,  = 1

2
(� �� � �����

X c
c cY

0
* 0 ), (3.4)

g K Y Z g K Z Y K Y Kc
Xc
c c c c

Xc
c c c

Xc
c c

Y0
0

0 0 0
0

0 0
0

0
0

( , ) = ( , ),  =�� �� �� ��
cc
c cX0 , (3.5)

�� �� �� �� �� ��R X Y Z Z Zc c c c
Xc
c

Yc
c c

Yc
c

Xc
c c

X
( , ) =0 0 0

0 0
0

0 0
0 [

� � �� � ��
00 , 0 ]

,c Yc
c

(3.6)

�� �� �� ��R X Y Z R Y X Z R X Y Zc c c c c c c c c c c c( , ) = ( , ) ,  ( , ) =0 0 0 0 0 0
*

0 0 0− −RR Y X Zc c c c*
0 0 0( , ) , (3.7)
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g R X Y Z W g R X Y W Zc c c c c c c c c c c c
0 0 0 0 0 0

*
0 0 0 0( ( , ) , ) = ( ( , ) , ),�� ��− (3.8)

�� �� ��R X Y Z R Y Z X R Z X Yc c c c c c c c c c c c( , ) ( , ) ( , ) = 0,0 0 0 0 0 0 0 0 0+ + (3.9)

� � � � � �� �
Xc
c c

Xc
c c c c c

Xc
c c

Qc
c cY Y h X Y Q A X D

0
0

0
0 0 0

0
0 0 0

0= ( , ),  =  

00 0
0 ,

Xc
c cQ (3.10)

�� ��� � � � � �
Xc
c c

Xc
c c c c c

Xc
c c

Qc
c cY Y h X Y Q A X D

0
0

0
0 0 0

0
0 0 0

0 0
= ( , ),  =

XXc
c cQ

0
0 , (3.11)

�� ��� � � � �
Xc
c c

Xc
c c c c c

Xc
c c

Qc
cY Y h X Y Q A X

0

*
0

0

*
0

*
0 0

0

*
0 0 0

*= ( , ),  = 00 0 0

*
0 ,c

Xc
c cD Q� (3.12)

g A X Y g h X Y Qc
Qc
c c c c c c c c

0 0 0
0 0 0 0 0 0( , ) = ( ( , ), ), (3.13)

g A X Y g h X Y Qc
Qc
c c c c c c c c

0 0 0

*
0 0 0

*
0 0 0( , ) = ( ( , ), ), (3.14)

h X Y H g X Y h X Y H g X Yc c c c c c c c c c c c c c( , ) = ( , ),  ( , ) = ( , ).0 0 0 0 0
*

0 0
*

0 0 0 (3.15)

4. SSNMC of a statistical manifolds in the tangent bundle

In a statistical manifold ( , , )0
�� ��M g∇ , the linear connection 

�
∇  on ��M  is given by [17]

� �� ��� � � �X X XY Y Y X K Y
0 0 0 0 0 0 0 0 0= ( ) ,� (4.1)

where η0 is a 1-form associated with vector field ξ0

� �0 0 0 0 0( ) = ( , ),X g X (4.2)

for all X M0 0( )�� �� . By using (2.10) in (4.1), we get
� �� ��� � � �X X XY Y Y X K Y

0 0 0
*

0 0 0 0 0 0= ( ) .� (4.3)

The torsion tensor 
�

T  with respect to 
�
∇  is given by

� �� �� �� ��T X Y Y Y X K Y Y Y X KX X X X( , ) = ( ) ( )0 0 0 0 0 0 0 0 0 0
*

0 0 0 0 0
� � � � � � �� � YY X Y

Y X X Y
0 0 0

0 0 0 0 0 0

[ , ]

= ( ) ( ) .

�

�� �
(4.4)

A linear connection satisfying (4.4) is called SSMC. For any vector fields X Y Z0 0 0, ,  on ��M , we have

( )( , ) = ( , ) ( , ) ( , ).
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

� � �
� � � � �X X Xg Y Z X g Y Z g Y Z g Y Z (4.5)

Using (2.8),(2.11) and (4.1), we get

( )( , ) = ( , ) ( , ) ( ,
0 0 0 0 0 0 0 0 0 0 0

*
0 0 0 0

� �� �� ��� � � � � �X X X Xg Y Z g Y Z g Y Z g Y ZZ K Z

g Y Y X K Y Z g Y Z
X

X X X

0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

2 )

( ( ) , ) ( ,

�

� � � � � �

��

�� �� ��� 00 0 0 0

0 0

0 0 0 0 0 0 0 0 0 0

( )

)

= ( ) ( , ) ( ) ( , ).

�

�

� �

�

� �

Z X

K Z

Y g X Z Z g X Y
X
�� (4.6)
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So, 
�
� �g 0. Hence a linear connection 

�
∇  defined by (4.1) satisfies (4.4) and (4.6) is called SSNMC. Let 

( , , )0
�� ��M gn ∇  be an n-dimensional statistical manifold and let TM0  be its tangent bundle. Taking com-

plete lifts of (4.1–4.6) we get
� �� ��� � � � �
Xc
c c

Xc
c c c c v v c c

Xc
c cY Y Y X Y X K Y

0
0

0
0 0 0 0 0 0 0

0
0= ( ) ( ) ,� � (4.7)

� �0 0 0 0( ) = ( , ),c c c c cX g X (4.8)
� �� ��� � � � �
Xc
c c

Xc
c c c c v v c c

Xc
c cY Y Y X Y X K Y

0
0

0

*
0 0 0 0 0 0 0

0
0= ( ) ( ) ,� � (4.9)

�
T X Y Y X Y X X Y X Yc c c c c v v c c c c v v c( , ) = ( ) ( ) ( ) ( )0 0 0 0 0 0 0 0 0 0 0 0 0� � � �� � � 00 ,c (4.10)

( )( , ) = ( , ) ( , )

(
0

0 0 0 0 0 0 0 0

0

�

�
� �

� �

Xc
c c c c c c v c v c c c

c
Xc

g Y Z X g Y Z X g Y Z

g cc c c c c
Xc
c cY Z g Y Z0 0 0

0
0, ) ( , ),� �

� (4.11)

( )( , ) = ( ) ( , ) ( ) ( ,
0

0 0 0 0 0 0 0 0 0 0
�
� � �
Xc
c c c c c c c v c v c c cg Y Z Y g X Z Y g X Z� � cc

c c c v c v c c c cZ g X Y Z g X Y

)

( ) ( , ) ( ) ( , ).0 0 0 0 0 0 0 0� �� �
(4.12)

Equation (4.7) is said to be a SSNMC if the torsion tensor 
�
T c  of TM0  with respect to 

�
∇c  satisfies (4.10) 

and the Riemannian metric gc0  holds the relation (4.12). From now on, we will denote the statistical 
manifold ( , , )0

�� ��M g∇  in the tangent bundle TM0  as �� ��M
c∇ .

Theorem 4.1: Let �� ��M
c∇  be a statistical manifold admitting a SSNMC in the tangent bundle TM0  

which satisfies (4.10) and (4.12), then the SSNMC of the statistical manifold in the tangent bundle is 
given by (4.7) and satisfies (4.9).

Proof. Let 
�
∇c  be the complete lifts of a linear connection defined on ��M  by

� ��� � �
Xc
c c

Xc
c c c c cY Y X Y

0
0

0
0 0 0 0= ( , ),� (4.13)

where ��∇c  is the complete lift of the statistical connection and Wc
0  is complete lift of a tensor field of 

type (0,2)  defined on ��M  and we have 
�
∇c  satisfies (4.10) and (4.12) and from (4.12) and (4.13), we have

� � �� � �0 0 0 0 0 0 0 0 0 0 0 0 0 0( ) ( , ) ( ) ( , ) ( ) (c c c v c v c c c c c c c vY g X Z Y g X Z Z g X ,, ) ( ) ( , )
= ( )( , )

= (

0 0 0 0 0 0

0
0 0 0

0 0 0

Y Z g X Y
g Y Z

X g Y

c v c c c c

Xc
c c c c

c c

�
�

�
�

vv c v c c c c
Xc
c c c c c

Xc
cZ X g Y Z g Y Z g Y Z, ) ( , ) ( , ) ( ,0 0 0 0 0 0

0
0 0 0 0

0
� � � � �

� �
00

0 0 0 0 0 0 0 0 0
0

0 0 0

)

= ( , ) ( , ) ( (

c

c c v c v c c c c
Xc
c c cX g Y Z X g Y Z g Y X� � � ��� � cc c c

c c
Xc
c c c c c

Y Z

g Y Z X Z

, ), )

( , ( , )).

0 0

0 0
0

0 0 0 0� � ��� �

(4.14)

Then by considering (3.2), we have

� � �� � �0 0 0 0 0 0 0 0 0 0 0 0 0 0( ) ( , ) ( ) ( , ) ( ) (c c c c c v c c c c c c c cY g X Z Y g X Z Z g X ,, ) ( ) ( , )
= ( , ) ( ,

0 0 0 0 0 0

0
0

0 0 0 0

Y Z g X Y
g Y Z g Y

c v c c c c

c
Xc
c c c c c

�
� �

�
�� ���� � �

� �

Xc
c c c

Xc
c c c

c c c c c c

Z g Y Z

g W X Y Z g
0

*
0 0

0
0 0

0 0 0 0 0 0

) ( , )

( ( , ), ) (

��

YY Z g Y W X Z

g Y K Z

c
Xc
c c c c c c c

c c
Xc
c

0
0

0 0 0 0 0 0

0 0
0

0

, ) ( , ( , ))

= 2 ( ,

��

��

� �

� cc c c c c c c c c c cg W X Y Z g Y W X Z) ( ( , ), ) ( , ( , )).0 0 0 0 0 0 0 0 0 0� �

(4.15)
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Using (3.4) in (4.15), we have

g W X Y Z g Y W X Z Y g Xc c c c c c c c c c c c c
0 0 0 0 0 0 0 0 0 0 0 0 0 0( ( , ), ) ( , ( , )) = ( ) (� � vv c

v c c c c c c c v c

v c

Z
Y g X Z Z g X Y
Z

, )
( ) ( , ) ( ) ( , )
( )

0

0 0 0 0 0 0 0 0 0 0

0 0

� �

�

� �

� gg X Y g Y K Zc c c c c
Xc
c c

0 0 0 0 0
0

0( , ) 2 ( , ).� ��
(4.16)

Beside that from (4.13), we have
�
T X Y W X Y W Y Xc c c c c c c c c( , ) = ( , ) ( , ),0 0 0 0 0 0 0 0− (4.17)

From (4.16) and (4.17), we have

g T X Y Z g T Z X Y g T Z Yc c c c c c c c c c c c c c
0 0 0 0 0 0 0 0 0 0 0( ( , ) ) ( ( , ) ) ( ( , )
� � �

� � XX
g W X Y Z Z g X Y
Z

c

c c c c c c c c v c

v

0

0 0 0 0 0 0 0 0 0 0

0 0

)
= 2 ( ( , ), ) 2 ( ) ( , )

2 (
�

�
�

� cc c c c c c
XC
c cg X Y g Y K Z) ( , ) 2 ( , ).0 0 0 0 0

0
0� ��

(4.18)

Also using (4.10) and the inner product properties, we obtain

g T X Y Z g T Z X Y g T Z Yc c c c c c c c c c c c c c
0 0 0 0 0 0 0 0 0 0 0( ( , ) ) ( ( , ) ) ( ( , )
� � �

� � XX
Y g X Z Y g X Z
Z

c

c c c v c v c c c c

c c

0

0 0 0 0 0 0 0 0 0 0

0 0

)
= 2 ( ) ( , ) 2 ( ) ( , )

2 (
� �
�

�
� )) ( , ) 2 ( ) ( , ),0 0 0 0 0 0 0 0g X Y Z g X Yc v c v c c c c� �

(4.19)

in which g T X Y Z T X Y Zc c c c c c c c c
0 0 0 0 0 0 0( ( , ), ) = ( , , )
� �

. Then by equation (4.18) and (4.19), we get the result

W X Y Y X Y X K Yc c c c c v v c c
Xc
c c

0 0 0 0 0 0 0 0 0
0

0( , ) = ( ) ( ) .� �� � �� (4.20)

Further, if we consider (3.4) and (4.13), we can obtain (4.14).

5. Curvature tensor of statistical manifolds in the tangent bundle

Let us denote the curvature tensor associated with the SSNMC 
�
∇  by 

�
R. Similar to the definition of 

curvature tensor of a Riemannian manifold ��M  according to the Riemannian connection ∇� , the curva-
ture tensor of ��M  is defined according to SSNMC 

�
∇  by

� � � � � �
R X Y Z Z Z ZX Y Y X X Y( , ) = ,0 0 0 0 0 0 0 0 0 [ 0 , 0 ] 0� � �� � �� (5.1)

for all X Y Z M0 0 0 0, , ( )�� �� . Taking the complete lifts of (5.1), we get
� � � � � �
R X Y Z Z Zc c c c

Xc
c

Yc
c c

Yc
c

Xc
c c

Xc Yc
( , ) =0 0 0

0 0
0

0 0
0 [ 0 , 0

� � �� � ��
]] 0 .c cZ (5.2)

Now, we obtain the relations between the complete lifts of the curvature tensor of 
�
Rc , ��Rc  and 

�
Rc , ��R c*  

with the statistical connection �� ��∇ ∇c c, * .

Theorem 5.1: In a statistical manifold �� ��M
c∇ . The complete lifts of the curvature tensor 

�
Rc  of a SSNMC �

∇c  in the tangent bundle TM0  satisfies the conditions.
� �� �� �� �R X Y Z R X Y Z K Y Zc c c c c c c c

Xc
c c c c( , ) = ( , ) ( )( , ) (0 0 0 0 0 0

0
0 0� � � �� �� �� ��

�� ��

� �

�

Yc
c c c c

Xc
c c c c

Yc
c c c

K X Z K K Y Z

K K X
0

0 0
0

0 0

0
0

)( , ) ( , )

( ,, ) ( ( ) ( ) ,0 0 0 0 0 0 0 0
0

0
0

0Z g X X K Zc c c c v v c c
Xc
c c

Xc
c c� � � � �� � � � � ��� ��

00 0

0 0 0 0 0 0 0
0

0
0

0

)

( ( ) ( ) ,

c c

c c c v v c c
Yc
c c

Yc
c c

Y

g Y Y K� � � � �� � � � � ��� �� ZZ Xc c
0 0) ,

(5.3)

and
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� �� �� ��R X Y Z R X Y Z K Y Zc c c c c c c c
Xc
c c c c( , ) = ( , ) ( )( , )0 0 0

*
0 0 0

0

*
0 0� �

�(( )( , ) ( , ) (
0

*
0 0

0
0 0

0

�� �� �� �� �� ��� � �
Yc
c c c c

Xc
c c c c

Yc
c cK X Z K K Y Z K K XX Z g X X

K

c c c c c v v c c

Xc
c c

Xc
c

0 0 0 0 0 0 0 0 0

0

*
0

0

, ) ( ( ) ( )� �

�� �

� � � �

� ��� ��
00 0 0 0 0 0 0 0 0 0

0

*
0

0
, ) ( ( ) ( )c c c c c c v v c c

Yc
c c

Yc
Z Y g Y Y K� � � � �� � � � ��� �� cc c c cZ X�0 0 0, ) .

(5.4)

Proof. Using (3.2), (3.4), (3.6), (4.7) and (4.9), we will obtain the result.

Proposition 5.1: In a statistical manifold �� ��M
c∇ . The following relation hold: [label=()]

 (i) � � � � �g W g K W gc
Xc
c c c c

Xc
c c c c

Xc
c c

0
0

0 0 0
0

0 0 0
0

*
0( , ) ( , ) = ( ,�� �� ��� � � WW g K Wc c

Xc
c c c

0 0
0

0 0) ( , )� �� �

 (ii) g K X Z W g K Y Zc
Yc
c c c c c c

Xc
c c c c

0
0

0 0 0 0
0

0 0(( )( , ), ) (( )( , )�� �� �� ��� � � ,, )

= (( )( , ), ) (( )

0

0
0

*
0 0 0 0

0

*

W

g K X W Z g K

c

c
Yc
c c c c c c

Xc
c c�� �� �� ��� � � (( , ), )0 0 0Y W Zc c c

 (iii) g K K Z W g K K W Zc
Xc
c

Yc
c c c c

Yc
c

Xc
c c c

0
0 0

0 0 0
0 0

0 0( , ) = ( , )�� �� �� ��

Proof. Using (3.4), we get (i). For (ii), we use (3.5) and prove that

g K Z W g K Z W gc

Yc
c Xc
c c c c

Xc
c Yc
c c c c

0

0
0

0 0 0

0
0

0 0 0( , ) ( , ) = (�� ��
�� ��� �

� ���

��

��
��

K Z W

g K W Z

g K

Yc Xc
c c c

c
Yc Xc
c c c

c

[ 0 , 0 ] 0 0

0 [ 0 , 0 ] 0 0

0

, )

= ( , )

= (
�� �

�
Yc
c Xc

c c c c

Xc
c Yc

c c cW Z g K W Z
0

*
0

0 0 0

0

*
0

0 0, ) ( , ).��
��

(5.5)

Now, using (3.2) and (3.5), we get

g K X Z W g K Z Wc
Yc
c c c c c c

Yc
c

Xc
c c c

0
0

0 0 0 0
0 0

0 0(( )( , ), ) = ( , )�� �� �� ��� � �� � �
�

g K Z W g K Z W

Y

c
Xc
c

Yc
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Yc
c Xc
c c c

0
0 0

0 0 0

0
0

0 0

0

( , ) ( , )

=
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cc c v
Xc
c c v c c

Xc
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cg W K Z Y g W K Z g K Z0 0

0
0 0 0 0

0
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0
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W
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0
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0
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0
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� 00
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0
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Xc
c
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0
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0
0

0

0 0
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0
0

0
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� 00

0 0

0
0

*

0
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*
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c
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0 0 0

0
0

0 0, ) ( , ).�
�
��
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(5.6)

From (5.5) and (5.6), we obtain

g K X Z W g K Y Zc
Yc
c c c c c c

Xc
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0
0

0 0 0 0
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�� �� ��
��

cc

c
Yc
c c c c c c

Xc
c cg K X W Z g K Y
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*
0
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(5.7)
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For (iii), from symmetry property of ��Kc , we deduce

g K K Z W g K W K Z gc
Xc
c

Yc
c c c c

Xc
c c

Yc
c c c

0
0 0

0 0 0
0

0
0

0 0( , ) = ( , ) = (�� �� �� �� ��� ��K K W Z
Yc
c

Xc
c c c

0 0
0 0, ). (5.8)

Proposition 5.2: In a statistical manifold �� ��M
c∇  admitting a SSNMC 

�
∇c  in the tangent bundle TM0 . 

The complete lift of curvature tensor 
�
Rc  with respect to 

�
∇c  in the tangent bundle satisfy

 (i) 
� �
R X Y Z R Y X Zc c c c c c c c( , ) = ( , )0 0 0 0 0 0− .

 (ii) � �
R X Y Z W R X Y W Z Y Zc c c c c c c c c c c c c c( , , , ) ( , , , ) = ( ) ( )0 0 0 0 0 0 0 0 0 0 0 0� � � gg X W Y Z g X W
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 (iii) 
� � � ��R X Y Z R Y Z X R Z X Y g Zc c c c c c c c c c c c c c( , ) ( , ) ( , ) = ( ,0 0 0 0 0 0 0 0 0 0 0� � �� � �
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Proof. By considering (3.2), we get (i). Using (5.3), (5.4) and proposition 5.1, we get (ii). By cycling 
�
Rc  

on X Y Zc c c
0 0 0, ,  and a direct computation we get (iii).

Corollary 5.1: In a statistical manifold ( )�� ��M
c∇  admitting a SSNMC 

�
∇c  in the tangent bundle TM0 , if 

η0
c and η0

v  are closed, then
� � �
R X Y Z R Y Z X R Z X Yc c c c c c c c c c c c( , ) ( , ) ( , ) = 0.0 0 0 0 0 0 0 0 0+ +

Proof. By considering equation (3.2), we get
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Using (iii) of proposition 5.2, we have
� � �
R X Y Z R Y Z X R Z X Y
d X Z

c c c c c c c c c c c c

c c
( , ) ( , ) ( , )

= ( ,
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� �

�
� �

� �� �d Z Y X d Z Y Xc c c v v c c c� �0 0 0 0 0 0 0 0( , ) ( , )
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(5.10)

and this complete the proof.

6. SSNMC on statistical submanifolds in the tangent bundle

The Gauss formula admitting SSNMC 
�
∇  is expressed as

�
� � �� �
X X

cY Y h X Y
0 0 0 0 0 0= ( , ), (6.1)

which ��  and h•  denote the induced connection and second fundamental form on the submanifold N  that 
admits a SSNMC 

�
∇ . If the second fundamental form h•  satisfies the condition h X Y H g X Y• •( , ) = ( , )0 0 0 0 0

. Then the submanifold N  is said to be totally umbilical which admits a SSNMC 
�
∇ , where H •  is the 

mean curvature tensor with respect to 
�
∇ . Also if h•  vanishes, then N  is called totally geodesic.

Let ��c and h c•  be the complete lifts of the induced connection and complete lifts of second funda-
mental form in the submanifold N  of the tangent bundle TM0  . Now taking a complete lifts of (6.1), 
we get

�
� � �� �

Xc
c c

Xc
c c c c cY Y h X Y

0
0

0
0 0 0= ( , ). (6.2)

Now we will examine the relationship between ��c and ∇c  in the tangent bundle TM0 , assuming 
X Y Nc c

0 0 0, ( )�� .

Theorem 6.1: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c  in the tangent bundle TM0 , 

N  be a submanifold of ( )�� ��M
c∇  and X Nc

0 0( )�� . Then the following relations hold:

� � � � ��
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h X Y h X Y h X Yc c c c c c c c c� �( , ) = 1
2

( ( , ) ( , )),0 0 0 0
*

0 0 (6.4)

in which K Y X Y N
Xc
c c c c c c

0
0

*
0 0 0= 1

2
( ), , ( )� �� � �� .

Proof. Using the Gauss formula and (4.7) in (3.12), we obtain the following
� �� ��� � � � �
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(6.5)

If we separate the tangential and normal part we get our assertion.
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Remark 6.1: From the above proof, the relation of the complete lifts of ��c and ∇*c  in the tangent 
bundle is

� � � � ��

Xc
c c

Xc
c c c c v v c c

Xc
c cY Y Y X Y X K Y

0
0

0

*
0 0 0 0 0 0 0

0
0= ( ) ( ) ,� � �� (6.6)

for all X Y Nc c
0 0 0, ( )�� .

Now we can obtain the following corollaries by considering (3.3), (6.2), (6.3) and (6.4).

Corollary 6.1: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c  and N  be a submanifold of 

��M  in the tangent bundle TM0 . Then the second fundamental form h c•  coincides with h  in the tangent 
bundle.

Corollary 6.2: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c  and N  be a submanifold of 

��M  in the tangent bundle TM0 . Then the induced connection ��c of the SSNMC 
�
∇c  is also SSNMCin 

the tangent bundle.

Proposition 6.1: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c  and N  be a submanifold 

of ��M  in the tangent bundle TM0 . if N  is totally umbilical with respect to the statistical connections 
then N  is totally umbilical with respect to SSNMC in the tangent bundle.

Proof. In view of (3.15), using (3.3) and (6.3), we obtain

h X Y h X Y h X Y

H H g X

c c c c c c c c c

c c c

� �

�
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2

( ( , ) ( , ))
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2
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*

0 0

*
0 0

cc cY, ).0

(6.7)

So, N  is totally umbilical. Also, the mean curvature tensor that admits 
�
∇c  is

H X Y H Hc c c c c� �( , ) = 1
2

( ).0 0
* (6.8)

Theorem 6.2: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c  and N  be a submanifold of 

��M  in the tangent bundle TM0  and � �0 0( )c N� . For all X Y M0 0 0, ( )��  and Q Nc
0 0( )� ��

�
� � � � �
Xc
c c

Qc
c c

Qc
c c

Xc
c c

Xc
cQ A X A X D Q D Q

0
0 0 0

0 0 0

*
0 0 0

0 0 0

*
0= 1

2
( ) 1

2
( cc ) (6.9)

Proof. Since Q Nc
0 0( )� �� , and η0 0( ) = 0c cQ . Then equation (3.11) and (4.7) imply that

� �� ��� � � � �

�

Xc
c c

Xc
c c c c v v c c

Xc
c cQ Q Q X Q X K Q

A

0
0

0
0 0 0 0 0 0 0

0
0= ( ) ( )

=

� �

00 0
0 0 0

0
0

0
0

*
0

0 0

1
2

( )

= 1
2

(

Qc
c c

Xc
c c

Xc
c c

Xc
c c

Qc
c

X D Q Q Q

A X

� � � ��

�

�� ��

00 0 0

*
0 0 0

0 0 0

*
0) 1

2
( ).c

Qc
c c

Xc
c c

Xc
c cA X D Q D Q� � �

(6.10)

Proposition 6.2: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c  and N  be a submanifold 

of ��M  in the tangent bundle TM0  and � �0 0( )c N� . Then A c
0
•  and D c

0
•  coincides with A c  and D c  in the 

tangent bundle respectively.
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Proof. The Weingarten formula admitting SSNMC is expressed as
�
� � �� �

Xc
c c

Qc
c c

Xc
c cQ A X D Q

0
0 0 0

0 0 0
0= . (6.11)

If we consider the above equation with (6.5) and separating the tangential and normal parts, we have

A X A X A X D Q D
Qc
c c

Qc
c c

Qc
c c

Xc
c c

Xc
c

0 0
0 0 0

0 0 0

*
0 0 0

0 0 0
= 1

2
( ),  = 1

2
(� �� QQ D Qc

Xc
c c

0 0 0

*
0 ).� (6.12)

By considering (2.19) and (6.12), we obtain the results. In the light of (3.14), (6.4) and (6.12), we get

g A X Y g A X A X Y

g

c
Qc
c c c c

Qc
c c

Qc
c c c

0 0 0
0 0 0 0 0

0 0 0

*
0 0

0

( , ) = 1
2

(( ), )

= 1
2

� �

cc c c c c c c c

c c c c c

h X Y h X y Q

g h X Y Q

(( ( , ) ( , )), )

= ( ( , ), ).
0 0

*
0 0 0

0 0 0 0

�

�

(6.13)

Theorem 6.3: In a statistical manifolds ( )�� ��M
c∇  with respect to SSNMC 

�
∇c , N  be a submanifold of ��M  

in the tangent bundle TM0  and � c N� �( ) . then 
�
∇c  and h c•  coincides with ∇c  and h c  in the tangent 

bundle respectively.

Proof. Let � �0 0( )c N� � , then similar to the proof in theorem 6.1. If we obtain the Gauss formula as 
follows.

�
� � � � �
Xc
c c

Xc
c c

Xc
c c c c c c c cY Y K Y h X Y h X Y

0
0

0
0

0
0 0 0

*
0 0= 1

2
( ( , ) ( , )). (6.14)

So, if we taking tangential part of above equation

� � ��

Yc
c c

Xc
c c

Xc
c cY Y K Y

0
0

0
0

0
0= . (6.15)

Using (3.4) and (3.10) in (6.15), we get

� � �
Xc

c
Xc
c c

Xc
c cY Y K Y

0
0

0
0

0
0= .

(6.16)

In that case, from the last equation we have � ��c c= . then to show the coincides with of h c•  and h c , 
we take the normal part of (6.14), so

h X Y h X Y h X Yc c c c c c c c c� �( , ) = 1
2

( ( , ) ( , )),0 0 0 0
*

0 0 (6.17)

for any X Y Nc c
0 0 0, ( )�� . From equation (3.10),

h X Y h X Yc c c c c c• ( , ) = ( , ).0 0 0 0
 (6.18)

Thus, the result is clear.

Lemma 6.1: In a statistical manifolds ( )�� ��M
c∇  with respect to SSNMC 

�
∇c , N  be a submanifold of ��M  in 

the tangent bundle TM0 . Then ∇c  is a non-metric connection in the tangent bundle.

Proof. For any vector fields X Y Zc c c
0 0 0, ,  on ��M , we have

( )( , ) = ( , ) ( , ) (
0

0 0 0 0 0 0 0 0 0 0 0
�
� � � �
Xc
c c c c c c v c v c c c c

X
g Y Z X g Y Z X g Y Z g

00
0 0

0 0
0

0

, )

( , ).

c
c c c

c c
Xc
c c

Y Z

g Y Z� �
� (6.19)
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Using (3.2), (3.5) and (6.2) in (6.19), we get

( )( , ) = ( , ) ( , ) (
0

0 0 0 0 0 0 0 0 0 0 0 0
�
� � � �
Xc
c c c c c c v c v c c c cg Y Z X g Y Z X g Y Z g

XXc
c c c

c c c v c v c c c c

Y Z

Y g X Z Y g X Z g
0

0 0

0 0 0 0 0 0 0 0 0 0 0

, )

( ) ( , ) ( ) ( , )� � �� � cc
Xc
c c c

c c
Xc
c c c c c v c

K Y Z

g Y Z Z g X Y

( , )

( , ) ( ) ( , )
0

0 0

0 0
0

0 0 0 0 0 0 0� � � �� �vv c c c c

c c
Xc
c c

Z g X Y

g Y K Z

( ) ( , )

( , ).

0 0 0 0

0 0
0

0�

(6.20)

Using (4.12) in (6.20), we have

( )( , ) ( ) ( , ) ( ) ( ,
0

0 0 0 0 0 0 0 0 0 0 0 0� � �
Xc
c c c c c c c v c v c c cg Y Z Y g X Z Y g X Z� � 00 0

0
0 0

0 0 0 0 0 0 0 0 0

) ( , )

( ) ( , ) ( ) (

c c
Xc
c c c

c c c v c v c c

g K Y Z

Z g X Y Z g X

�

� �� � cc c c
Xc
c c

c c c v c v c c

Y g Y K Z

Y g X Z Y g

, ) ( , )

= ( ) ( , ) ( )

0 0 0
0

0

0 0 0 0 0 0 0 0

�

� �� � (( , ) ( ) ( , ) ( ) ( , ),
(

0 0 0 0 0 0 0 0 0 0 0 0

0

X Z Z g X Y Z g X Yc c c c c v c v c c c c

X

� �
� �

� �

cc
c c c c c

Xc
c c cg Y Z g K Y Z0 0 0 0

0
0 0)( , ) = 2 ( , ).�

(6.21)

Consequently, we obtain � �c cg0 0, so ∇c  is a non-metric connection.

7. The Gauss, Codazzi and Ricci equation in the tangent bundle

In this section, the relationship between the lifts of Riemannian curvature tensors with respect to 
statistical connections and the SSNMC to the tangent bundle are examined. We denote the tangential 
and normal parts of the Riemannian curvature tensors 

�
Rc  corresponding to the statistical connections 

by R c•  and R c⊥  respectively. Using equations (6.2) and (6.11), we have
� �
� � � � � �� �

�
� �

Xc
c

Yc
c c

Xc
c

Yc
c c

h c Yc Zc
c c

Xc
Z Z A X D

0 0
0

0 0
0 0 ( 0 , 0 ) 0 0 0

= cc c c c

c c
Yc
c c

h Y Z

h X Z

�

� �� �

( , )

( , ).

0 0

0
0

0
(7.1)

Interchanging X0  and Y0  in (7.1), we get 
� �
∇ ∇
Yc
c

Xc
c cZ

0 0
0 . Then

�
R X Y Z R X Y Z A Y Ac c c c c c c c

h c Xc Zc
c c

h c Y
( , ) = ( , )0 0 0 0 0 0 0 ( 0 , 0 ) 0 0 (

�
� �� �

00 , 0 ) 0

0 0
0 0 0 0

0 0( , ) ( , ) (

c Zc
c c

Xc
c c c c

Yc
c c c c c

X

D h Y Z D h X Z h X� � �� � � � �
00

0
0

0
0

0 0 0 0

, )

( , ) ([ , ], ).

c
Yc
c c

c c
Xc
c c c c c c

Z

h Y Z h X Y Z

�

� � �

�

� � �

(7.2)

In the view of (7.2), taking W N0 0( )�� , we get the Gauss equation admitting SSNMC expressed as

g R X Y Z W g R X Y Z W g hc c c c c c c c c c c c c c
0 0 0 0 0 0 0 0 0 0 0( ( , ) , ) = ( ( , ) , ) ( (�� � � XX Z h Y W

g h X W h Y Z

c c c c c

c c c c c c c
0 0 0 0

0 0 0 0 0

, ), ( , ))
( ( , ), ( , ))

�

� ��
(7.3)

Proposition 7.1: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c , N  a submanifold of ��M  

in the tangent bundle TM0  and � �0 0( )c N� . Then, we have
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g R X Y Z W g R X Y Z W gc c c c c c c c c c c c c
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,

in which Rc  is the curvature tensor of the induced statistical connection ∇c  on N  in the tangent 
bundle.

Proof. The proof can be obtained from equations (6.3), (6.4) and (7.3).

Theorem 7.1: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c , let N  be a submanifold of 

��M  in the tangent bundle TM0  and � �0 0( )� N . Then, the Codazzi equation with respect to SSNMC 
�
∇c  

is given by
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(7.4)

in which
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Proof. Since � �c N� �
0( )  and the inner product of (7.2) implies
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(7.5)

If the equal of the lie bracket of Xc
0  and Y c

0  are taken in equation (7.5), then the proof is completed.

Theorem 7.2: In a statistical manifold ( )�� ��M
c∇  with respect to SSNMC 

�
∇c , N  a submanifold of ��M  in 

the tangent bundle TM0  and � �0 0( )� N . Then the Ricci equation with respect to SSNMC 
�
∇c  in the 

tangent bundle is given by
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g R X Y Q P g R X Y Q P g Ac c c c c c c c c c c c c
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Proof. In view of equations (6.2) and (6.11), we obtain
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(7.6)

for any X Y Nc c
0 0 0, ( )��  and Q P Nc c

0 0 0, ( )� �� . Then by considering equation (6.13) in (7.6), we obtain
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